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Pazpaboraun:
JouenTt-uccaenoBareb kadeapbl BbIYHCIHTEILHbIX HAyK H cratuctuxkn Japken6aeB

Haypen KaabipoBu4

YrBepaaeno npotokosom Nel 3acenanus kageapsl ot 5 cenTndps 2025 roaa.

YTBepxKIeHO
3apeaylomuii Kageapoii BLIYHCIHTEIbHBIX HAYK H CTATHCTHKH

%-7— TemupoOexon A.H.




Iporpamma urorosoro kKonTpoas no Kypcy «BbicoKONpoN3BOAHTEIbHbIE BLIYHCIEHHSA»
2025/2026 yuebublii roj

DakyabTer:MexaHHKO-MaTeMaTHUeCKHil

Kadenpa: Boruncanreanubix HAYK H CTATUCTHKH

Wudp M nporpamma obpa3soBaTeabHoii nporpammbr: 7M05408-BerauciuTenbHble HAyKH U
CTaTUCTHKaA

Aucuunamnna: Boicokonpon3BoIUTENLHbIE BEHCICHHUS
Kypec_IMar. (pycckoe OTJEICHHE)

MpenonaBarens: Japken6aen Haypen Kaabiposuy

®opma UTOTOrBOro KOHTPOS- YCTHO: TpaAHLMOHHAS —BOIIPOCHI, OTBEThL. PopMa sK3ameHa -
CHHXPOHHBIH, o(haiiy.

Jk3ameH GyaeT NpOBOAMTHCS B ayZMTOPHH, yKa3aHHOM B MOATOTOBJIEHHOM paclUCaHUU
9K3aMEHOB.

IIJIHTCJIBHOCT!; —2vaca

OK3aMeHaUMOHHBIH GuileT Gymer comepxath 3 BOIIpOCa B 3aBUCHMOCTH OT YPOBHS
CJIO)KHOCTH:
1 Bompoc (30 %)
2 Bonpoc (30 %)
3 Bonpoc (40%)

ITPABHJIA 39K3AMEHA

- CTYACHT NOJDKEH NpUOBITH 3a 20 MHMHYT IO BpEMEHH, yKa3aHHOTO B paCIHCAHHHU
9K3aMeHa.

- ONIO3/aBIIMH CTYJEHT K 9K3aMEHY He JOIyCKaeTCsL.

- CTYZIEHT JIOJDKEH MMETb IIpH ceGe JIMIHBIH MacmopT, pyYKy M KapaH/arl.

- BO BpEeMs 9K3aMEHA 3aMpEIICHO HCIONB30BATh CMAPT(OHBI, KaIbKYJIATOPHI, CIOBApH,
WMaprajikd W T.NI. JIOMONHUTENbHbIE MAaTepHassl, a TakXKe pa3rOBapUBATh C APYrHMH
CTyleHTaMM. B ciyyae Hapyllenus fmaHHBIX TpeGOBaHMH COCTAaBNSETCS AaKT, CTYAEHT
OTYHMCIIIETCA C O3K3aMeHa, a B OTYET 1O TPEAMETY BBICTABISAETCS OLEHKa «F»
(HeyOBJIETBOPUTENBHO WM HEYIOBJIETBOPUTEIBLHO).

IloBegenue CTYACHTOB BO BPE€MS IK3aMeHa

- 3a 15 MHHYT 110 Hayasa JK3aMeHa JEXYPHBIH MPENoaaBaTe/lb PACCAKUBAET CTYACHTOB,
YKa3aHHBIX B JIMCTE MOCELIAEMOCTH, & CTYIEHThl PACIHUCHIBAIOTCS B JIMCTE IMOCEIAEMOCTH,
MOATBEPIK/AsA, YTO O3HAKOMUJIUCH CO CBOMMH MECTaMH.

- Ilocne oTBeTa Ha BOMPOCHI K3aMEHALMOHHOrO GuiETa (B TEYEHHE 2 YacoB) CTyJIEHT
caa€T paboTy AeXKypHOMY npernojaBareiio. PaGoTsl He MPHHAMAIOTCS.

Temb1, Mo KOTOPBLIM cO31a10TCH IK3AMEHALIHOHHDIE BONPOCHI (nporpamma)
1. ApxurekTtypa BBICOKOITPOU3BOAUTEBHBIX BBIYMCIIUTEIbHBIX CUCTEM

CTpykTypa M npHHIMIEI PaGOTbl KOMIIBIOTEPHBIX KJIaCTEPOB, CYNEPKOMITBIOTEPOB,
MHOTONPOLECCOPHBIX ¥ MHOTOSLAEPHBIX CUCTEM.



2. OcHoBBI napajyienbHbIX BBIYUCIICHUH
IIpyHUMNBI NapajulenbHBIX BBIYHCICHUN, BHIbI napajyienu3Ma (o JaHHBIM, 3ajJayam,
KOMITOHEHTaM).

3. Mozenu napajuIeIbHOro NporpaMMHpPOBaHHS
Moaenn napamnensHoro mporpaMMHpoBaHHsS ¢ HCHOJNB30BaHHEM Message Passing
Interface (MPI), OpenMP u CUDA.

4. Cucremnl BBIYHCIICHUH c pacnpeznenéHHoR H obeit NaMAThIO
Ocobennoct cucrem ¢ pacripenenénnoii (distributed memory) u ofweii (shared
memory) naMAThiO, HX MPEUMYLIECTBA U HEOCTATKH.

5. Beruncnenus Ha OCHOBE GPU
Meronpl BbMHCHEHHME Ha rpaQuuecKMX Ipoleccopax, o0paboTka IaHHBIX C
ucnons3oBanuem CUDA u OpenCL.

6. BoicokompoH3BoaMTENbHBIE — BBYMCIAEHMS Npd  0O6paboTke  GOMBIIMX  JAHHBIX
O6paboTka n aHanM3 GoNbIIMX AaHHEIX ¢ NpUMeHeHHeM HHCTpyMeHToB Hadoop, Spark u
JPYTHX TEXHOJIOTHH.

7. Metonpl mnoctpoeHus 3(QEKTHBHBIX &IOPUTMOB B  BBICOKONPOM3BOAHTENbHBIX
BBIYHCIICHHAX
BanancupoBka Harpys3ku, 3(p(eKTHBHOE paclpelie/ieHHe NaHHBIX H 3aa4, METOIbI
CHHXPOHH3aLIUH.

8. bubmumotexu, HCIOJIb3yeMbIe B BBICOKOITPOH3BOAUTENBHBIX BBIYHCIIEHHSX
BLAS, LAPACK, ScaLAPACK, PETSc, TensorFlow u apyrue crneudajld3dpOBaHHbIE
OH6IHOTEKH AJI BHICOKOIIPOU3BOUTEIbHBIX BHIYHCIIEHHH.

9. Unrerpauusi o6Na4yHbIX BBIYMCIEHHH M BBICOKONPOH3BOMHUTENBHBIX ~BBIYHUCICHUH
HMcnonp30BaHAE PECYPCOB  BHICOKONPOW3BOAMTENBHBIX BBIAUCICHUH Ha 0OGNa4HBIX
mwiat)opMax, METObl MacCIITabMpPOBaHHUSL.

10. AHATM3Z ¥ ONTHMHM3alMS  TPOU3BOJUTENEHOCTH B BBICOKONPOH3BOMUTENBHBIX
BBIYHCIICHHAX
HMHCTpyMeHTB TpOGHIHPOBAHHA, METOAbI AHANU3A IMPOM3BOAUTENLHOCTH M CIIOCOOBI
noBslIeHHs 3G GEKTHBHOCTH TapaJUIebHBIX IPOrPaMM.

CnHcoK peKOMeHIyeMoH JIHTepaTypbl
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Approach.
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ecenTeyJiep xyneaepiHiH KYpbUIbIMBI Typabl.
Grama, A., Gupta, A., Karypis, G., & Kumar, V. (2003). Introduction to Parallel Computing.

IMapainens ecenteysepAiH HETi3ri YFbIMAAPHI, ATTOPUTMAEP XKIHE ONap/bIH XKOFaphl OHIMJII

ecenTey xykenepinae KoaJaHbLTyBL.
Dongarra, J., & Walker, D. W. (1995). MPI: A Message Passing Interface Standard.

YKoraps! eHiMai ecenTeynepAe Mapawienb 6araapnamanayra apHaIFaH MPI cranpapThIHBIH

TOJIBIK HYCKAYJIBIFBI.
Kirk, D. B., & Hwu, W.-m. W. (2016). Programming Massively Parallel Processors: A

Hands-on Approach.

CUDA apxutekTypachlH naiifanana oteipsin GPU-n1a mapasiens Oarnapnamainay.
Pacheco, P. S. (2011). An  Introduction to  Parallel  Programming.

INapannens 6arpapiaManaylblH HeTi3ri npunnunrepi, OpenMP sxone MPI Herisinze

MEICaJIaap.
Golub, G. H, & Van Loan, C. F. (2013). Matrix Computations.

Marpruaisik ecenTeyiep KoHe 0lap/bl JKOFaphl eHIMI ecenTey Xyienepinae KoauaHy.



7.

Bryant, R. E., & O'Hallaron, D. R. (2015). Computer Systems: A Programmer's Perspective.

Komnetorep xyiienepi, sxazp ApXHTEKTYpachl XIHE OJIapbIH JKOFaphl OHIMJII ecenTeyepre
acepl TypaJibl TOJIBIK TYCiHIK.

8. Tanenbaum, A. S., & Van Steen, M. (2007). Distributed Systems: Principles and Paradigms.
Beninren sxyitenepain Teopusiibik HETI3/IEpi JKOHE OJIApHBI XKOFaphl OHIMII ecenTeyaepae
KOJIIaHy.

9. Dean, J., & Ghemawat, S. (2008). "MapReduce: Simplified Data Processing on Large
Clusters." Communications of the ACM.
MapReduce Moneni Goitbmma yiken AEpeKTEepAl OHIEY IMOHE TapajiraH ecenTey
KYHENepIHIE KOIaHy.

10. Rajasekaran, S. (2019). High Performance Parallel Compulting.
Xorapbl eniMai mapannens ecentey aIrOPUTMAIEPI, ONapIbIH Mapauiens miathpopmanapaa
THIMA1 OPBIHAANYBIH YHBIMAACTEIPY TACIAEP.

Kputepnu ouenusanus (lllkana ouenox):
«OTJIMYHO» - A 4,0 95-100
A- 3:67 90-94
«XOpOLIO) - B+ 333 85-89
B 3,0 80-84
B- 2,67 75-79
C+ 233 70-74
«yIOBJIMTBOPUTENIEHOY - C 2,0 65-69
C- 1,67 60-64
D+ 133 55-59
D- 1,0 50-54
«HE YIOBIMTBOPHUTEJILHOY - FX 0,5 25-49
F 0 0-24
Py6puKaTop cyMMaTHBHOr0 OLleHHBAHHS
KPHUTEPHH OUCHHBAHHS Pe3yJIbTATOB IK3aMeHa
KpuTtepuii «OTAHYHO» «Xopowio» «YA0BANTBOPHTENBLHO» «He ynoBanTBOpHTEILHON
90-100 % 70-89% 50-69% 0-49%
IMouumanne u OueHka OueHka «xopowo» | OueHka He3HnaHne OCHOBHBIX MOHATHIA H
3HaHHe TeOPHU M | «OTANYHON O3HAYaeT, 4YTO BCE | KYHOBIETBOPUTEILHO» TEOpHi. Hapywenue
KoHuenuui BbICTABJIACTCA 3a | OTBETHI AaHbl | BbICTaBAAETCA 3a OTBET, | NPUHUMHIOB NpoBECACHUA
NpeameTa. aHanu3 3TanoB | NOJHO, HO | COACPXAlUMA  HEMOJIHOE | HTOrOBOTO KOHTPOJIS.
Pa3BUTHA HayKH O | HEKOTOpbIE packpbiTHe
JAaHHBbIX, BOMPOCHI HE | NpeACTaBJICHHBLIX B ounere
BbIABJICHUE €€ | PacKpbIThbl, HE | BOMPOCOB, JOKa3blBaOLWKH
Pa3JIMYHbIX YKasaHa cneumjmxa OCHOBHbIE NPpHU3HAKH
pa3acnoB, aHaIU3 | HU3JI0KEHHA, NMOBEPXHOCTHO,
€€ XapaKTepHbIX | AOMyLIEHbl OWHOKK | NOMyCKAIOWMA HApyleH e
ocobeHHOCTEH, B JIOTHKeE M | JIOTHKH H
MOJIHOE YCBOCHHUE | NOCAEA0BATEIILHOCT | MOCNAEeA0BATENbHOCTH
ﬂpOﬁIICHHOFO B|H U3JIOKEHHA | UIJIOKEHUS Matepuana, He
Kj1acce marepuana. B | packpbiBatowuii
Marepuana, OTBETE MOTYT ObITh conepxaHre BONpOCoB.
riny6okue ZOTTY LIEHB!




HayuyHble BbIBOAbI | CTHJIMCTHYECKHE

" HanHcaHue | owKOKy,

NONHBLIX OTBETOB | HEKOPPEKTHOE

Ha TpH Bonpoca. MCNOJIb30BaHUE

TEPMHHOB.

TMpumenenne OtBeuaer Ha | YacTuuHoe IIpuBeneHs! peneantHeie | ConepaHue BOMpoca U OTBETa
BbIOpanHoOii BOMpPOCHI, BLINOJIHEHHE W YMECTHbIE CChUIKH Ha HE COOTBETCTBYET APYT APYry.
METOAOJIOrHH H CBA3aHHbIC (¢ yqeﬁuom 3aJaHHA, NePBOUCTOYHUKH. [‘[pamuqecxue peKoMeH aaLuH
TEXHOJIOTHH K BbICOKOMPOM3BOA | HEMONHOE OTCYTCTBYIOT WIH KpaiHe
KOHKPETHBbIM UTE/ILHBIMH PacKpbITHE [TpakTuueckue HHU3KOro KauecTBa. Hapyluenue
npakTHueckum | BEIYHCAHTENLHBIM | NPAKTHUECKHX PEKOMEHIALMK HE BAXHBI, | mpaBui MPOBEAEHUS HTOFOBOTO
3aja4yam H CUCTEMaMH, | ueneit Kypca, He OCHOBAHbI Ha KOHTpONA.

obbaACHsiiTe HEKOppPEKTHas TUATEALHOM aHAIH3E 1

coacpxaHue nepenayva HayuHbiX NOBEPXHOCTHBbI.

3aJaBaeMbIX BbIBOIOB. IIOKaaaTenbc-rBa

BOMpOCOB " HCMOB3YIOTCA

peiaitre NOBEPXHOCTHO.

NpaKTHYECKHE

3a1a4u Kypca.
OueHka u IMonnoe Honyckaercs 3—4 BbIBOBI O MPUMEHEHHUH 3anaHue He BBITIOJIHEHO, OTBETHI
aHaINn3 BBITIONTHEHHE HETOYHOCTH MpH 060CHOBaHHBIX Hay4YHBIX Ha MOCTaBJIeHHbIE BOMPOCHI
NPHMEHHMOCTH yuebHoro HCNOJb30BaHHH NIONOXKEHUH ABNAIOTCA OTCYTCTBYIOT, aHAJIMTHYECKHE
BbIOpaHHOIi 3anaHMA 1 KOHLENTYaIbHOro HETOYHBbIMU U MaTepHaJibl U HHCTPYMEHTHI He
METOAHKH K BCECTOPOHHHIA, MaTepHana, a TaKKe Ma03QPEKTUBHBIMH, rcnonb3oBaHbl. MMeercs
NpenoKeHHOil apryMEHTUPOBAHH | yogony e NPHCYTCTBYIOT HapyLIeHHe NpaBuJl
npaKTHYecKoii bl OTBET Ha —— CTHIIMCTHYECKHE U NpOBEIEHHs HTOrOBOro

NoCTaBJEeHHbIH rpaMMaTHyeckue OIHOKH, | KOHTPOJIA.
3anaye, 000011eHHAX H
B8 oBeIE BOMNPOC, pelleHHe SEISONRY R aTOpEe a TaKXe HETOYHOCTH MpH

NPaKTHYECKUX obpaboTke pe3ynbTaToB
nosTy4eHHbIX 32124 Kypca. He BIIMAIOT Ha SN L

s pa oro p

pe3ybTaToB. HcnonLsopasme o6t ypoBeHb

TepMHHOB, BbIMOJIHEHHA

OTHOCSLINXCA K 3afaHus.

CUCTEMaM

peabHOro

BPEMEHH,

¢$hopmyaHpoBaH1e

Hay4HbIX

BbIBOJOB.




